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Abstract  This introductory chapter will provide big data with a straight practical 
definition, bringing to light the reasons why it is such an important topic nowa-
days. Some of the most common applications will be listed, and a short literature 
review will be discussed. After this short introduction, the reader should be able to 
understand what big data and data science are, what has been done so far and what 
is the current state of art, as well as having an overview of the book.

A very well known article claims that ninety percent of the data out there have 
been generated through the last two years (SINTEF 2013), and it is now reaching 
an exponential growth rate way higher than what Moore identified for the transis-
tors back in the Sixties. However, it is also true that even though we had several 
data before, yet the common perception was that managerial capabilities and per-
formance achievements were purely driven by personal know-how or qualitative 
factors, rather than quantitative ones. Since then, the incremental value a single 
individual could bring to the business has been shrinking: everyone started hav-
ing similar access to education, to use the same tools for processing insights, and 
finally end up with the same ideas. The profit margins for any business have thus 
been reducing, while the competition in any sector has increased, consistent with 
the notion of red ocean strategy (Kim and Mauborgne 2005). But then, one day 
someone realized that we had literally buildings of data, and that they had some 
value that could be used in order to discover a blue ocean. This is how we came 
across big data, and this is how everything started. Big data therefore came out as 
a necessity for innovation, as a potential solution and as disruptive driver able to 
lead every industry to the next phase of the business cycle.

Hence, this is a book about big data, data science, innovation, and new common 
trends in the industry. Although this is not a strategy book because every strategy 
worthy of its name needs to have a precise goal in mind, the work aims to provide 
a series of insights and best practices to help managers dealing with big data in 
their business contexts.

Chapter 1
Introduction

© Springer International Publishing Switzerland 2016 
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2 1  Introduction

There are many ways to define what big data is, and this is probably why it still 
remains a really difficult concept to grasp. Today, someone describes big data as data-
set bigger than a certain threshold, e.g., over a terabyte (Driscoll 2010), while others 
as whether it crashes conventional analytical tools like Microsoft Excel or not. More 
renowned works though identified big data as data that display features of Variety, 
Velocity, and Volume (Laney 2001; McAfee and Brynjolfsson 2012; IBM 2013; Marr 
2015). And all of them have a kernel of truth, although they are inadequate to cap-
ture the essence of the phenomenon. The first idea appears to be incomplete since 
it is related to a pure technological issue, i.e., the analysis need overcomes the com-
putational power of a single tool or machine. This would not explain however why 
big data came out few years ago and not back in the Nineties. The second opinion is 
instead too constraining, since it assumes that all the features have to be satisfied to 
talk about big data, and it also seems to identify the causes that originated big data (a 
huge amount of fast and diverse new data sources), rather than its characterization.

Hence, the definition that is going to be used for the sake of this work is dif-
ferent from the ones proposed so far (Dumbill 2013; De Mauro et al. 2015): data 
science is an innovative approach that consists of different new technologies and 
processes to extract worthy insights from low-value data that do not fit, for any 
reason, the conventional database systems (i.e., big data).

Often the words big data are misused, and intended in the same way we defined 
data science. Therefore, accordingly to general consensus, in the rest of the book 
we will use interchangeably big data and data science, but the reader should be 
aware of the real distinction in the terminology.

The data could be both structured (e.g., business revenues, country GDP, etc.) 
and unstructured (e.g., audio, video, etc.), directly streamed in memory or stored 
on disk. The methodologies are manifold (Manyika et al. 2011) and the applica-
tions they may have are potentially infinite (enhancing sales, reducing or manag-
ing risk, improving customer experience or the decision making process, etc.).

The scope of the new technologies is instead to reduce any latency, adopting 
a “schema on read”—that means storing without a prearranged schema, which is 
highly flexible, and the schema parsed at read time—rather than “on write”. The 
new processes have to then move analytics to data in order to reduce data transfer 
costs—contrarily to what happens in the traditional ETL approach.

These new sets of techniques and vast availability of diverse data opened thus a 
wide spectrum of possibilities, and at the same time highlighted significant issues 
that ask for a certain degree of skepticism (O’Neil 2013): not everything can indeed 
be measured or quantified (Webber 2006), and modeling will never elide the idi-
osyncratic uncertainty of business (and life). It is therefore essential to develop a 
good “data discipline”, and this is what really this book is going to be about.

In the last few years the academic literature on big data has grown extensively 
(Lynch 2008). It is possible to find specific applications of big data to almost any 
field of research (Chen et al. 2014). For example, big data applications can be 
found in medical-health care (Murdoch and Detsky 2013; Li et al. 2011; Miller 
2012a, b); biology (Howe et al. 2008); governmental projects and public goods 
(Kim et al. 2014; Morabito 2015); financial markets (Corea 2015; Corea and 
Cervellati 2015). In other more specific examples, big data have been used for 
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energy control (Moeng and Melhem 2010), anomaly detection (Baah et al. 2006), 
crime prediction (Mayer-Schönberger and Cukier 2013), and risk management 
(Veldhoen and De Prins 2014).

No matter what business is considered, big data are having a strong impact on 
every sector: Brynjolfsson et al. (2011) proved indeed that a data-driven business 
performs between 5 % and 6 % better than its competitors. Other authors instead 
focused their attention on organizational and implementation issues (Wielki 2013; 
Mach-Król et al. 2015). Marchand and Peppard (2013) indicated five guidelines 
for a successful big data strategy: (i) placing people at the heart of Big Data initia-
tives; (ii) highlighting information utilization to unlock value; (iii) adding behav-
ioral scientists to the team; (iv) focusing on learning; and (v) focusing more on 
business problems than technological ones. Barton and Court (2012) on the other 
hand identified three different key features for exploiting big data potential: choos-
ing the right data, focusing on biggest drivers of performance to optimize the busi-
ness, and transforming the company’s capabilities.

This book distances itself from previous literature: it analyses the current prac-
tices in the field and introduces a generalized standard framework for data strat-
egy; it identifies key features; it finally provides suggestions of elements to be 
taken care of in a practitioner environment.

The structure of this work is as follows: the next section looks at data manage-
ment, common myths around data science, and provides some strategic insights. 
Chapter 3 focuses instead on a selection of specific data challenges and scenarios, 
whilst Chap. 4 summarizes the features and the role of a data scientist. The final 
two chapters illustrate some interesting data trends, to conclude with suggestions 
on future directions for the research and business in the field.
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Abstract  Big data have been associated with some common misconceptions so 
far, and this chapter will help the reader in identify and understand those falla-
cies. It is going to be then shown the best data deployment approach, followed by 
an ideal internal data management process. A four-stages development structure 
will be provided, in order to assess the big data internal advancements, and a data 
maturity map will summarize a set of relevant metrics that should be considered 
for an efficient big data strategy.

Data are quickly becoming a new form of capital, a different coin, and an innova-
tive source of value. It has been mentioned above how relevant it is to channel the 
power of the big data into an efficient strategy to manage and grow the business. 
But it is also true that big data strategies may not be valuable for all businesses, 
mainly because of structural features of the business/company itself. However, it 
is certain that a data strategy is still useful, no matter the size of your data. Hence, 
in order to establish a data framework for a company, there are first of all few mis-
conceptions that need to be clarified:

(i)	 More data means higher accuracy. Not all data are good quality data, and 
tainting a dataset with dirty data could compromise the final products. It is 
similar to a blood transfusion: if a non-compatible blood type is used, the out-
come can be catastrophic for the whole body. Secondly, there is always the 
risk of over fitting data into the model, yet not derive any further insight—“if 
you torture the data enough, nature will always confess” (Coase 2012). In all 
applications of big data, you want to avoid striving for perfection: too many 
variables increase the complexity of the model without necessarily increasing 
accuracy or efficiency. More data always implies higher costs and not neces-
sarily higher accuracy. Costs include: higher maintenance costs, both for the 
physical storage and for model retention; greater difficulties in calling the 
shots and interpreting the results; more burdensome data collection and time-
opportunity costs. Undoubtedly the data used do not have to be orthodox or 
used in a standard way—and this is where the real gain is locked in—and 

Chapter 2
What Data Science Means to the Business

© Springer International Publishing Switzerland 2016 
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6 2  What Data Science Means to the Business

they may challenge the conventional wisdom, but they have to be proven 
and validated. In summary, smart data strategies always start from analyzing 
internal datasets, before integrating them with public or external sources. Do 
not store and process data just for data’s sake, because with the amount of 
data being generated daily, the noise increases faster than the signal (Silver 
2013). Pareto’s 80/20 rule applies: the 80 % of the phenomenon could be 
probably explained by the 20 % of the data owned.

(ii)	 If you want to do big data, you have to start big. A good practice before 
investing heavily in technology and infrastructures for big data is to start 
with few high-value problems that validate whether big data may be of any 
value to your organization. Once the proof of concept demonstrates the 
impact of big data, the process can be scaled up.

(iii)	 Data equals Objectivity. First of all, data need to be contextualized, and 
their “objective” meaning changes depending on the context. Even though 
it may sound a bit controversial, data can be perceived as objective—when 
it captures facts from natural phenomena—or subjective—if it reflects pure 
human or social constructs. In other words, data can be factual, i.e., the ones 
that are univocally the same no matter who is looking at them, or conven-
tional/social—the more abstract data, which earn its right to representative-
ness from the general consensus. Think about this second class of data as 
the notions of value, price, and so forth. It is important to bear this distinc-
tion in mind because the latter class is easier to manipulate or can be victim 
of a self-fulfilling prophecy. As stated earlier on, the interpretation of data 
is the quintessence of its value to business. Ultimately, both types of data 
could provide different insights to different observers due to relative prob-
lem frameworks or interpretation abilities (the so-called framing effect). Data 
science will therefore never be a proper science, because it will lack of full 
objectivity and full replicability, and because not every variable can be pre-
cisely quantified, but only approximated.

	Let’s also not forget that a wide range of behavioral biases that may 
invalidate the objectivity of the analysis affects people. The most common 
ones between both scientists and managers are: apophenia (distinguishing 
patterns where there are not), narrative fallacy (the need to fit patterns to 
series of disconnected facts), confirmation bias (the tendency to use only 
information that confirms some priors)—and his corollary according to 
which the search for evidences will eventually end up with evidences dis-
covery—and selection bias (the propensity to use always some type of 
data, possibly those that are best known). A final interesting big data curse 
to be pointed out is nowadays getting known as the “Hathaway’s effect”: it 
looked like that where the famous actress appeared positively in the news, 
Warren Buffett’s Berkshire Hathaway company observed an increase in his 
stock price. This suggests that sometime there exist correlations that are 
either spurious or completely meaningless and groundless.

(iv)	 Your data will reveal you all the truth. Data on its own are meaningless, if 
you do not pose the right questions first. Readapting what DeepThought says 
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in The Hitchhikers’ Guide to the Galaxy written by Adams many years ago, 
big data can provide the final answer to life, the universe, and everything, as 
soon as the right question is asked. This is where human judgment comes 
into: posing the right question and interpreting the results are still compe-
tence of the human brain, even if a precise quantitative question could be 
more efficiently replied by any machine.

The alternative approach that implements a random data discovery—the so-called 
“let the data speak” approach—is highly inefficient, resource consuming and 
potentially value-destructive. An intelligent data discovery process and explora-
tory analysis therefore is highly valuable, because “we don’t know what we don’t 
know” (Carter 2011).

The main reasons why data mining is often ineffective is that it is undertaken 
without any rationale, and this leads to common mistakes such as false positives, 
over-fitting, ignoring spurious relations, sampling biases, causation-correlation 
reversal, wrong variables inclusion or model selection (Doornik and Hendry 
2015; Harford 2014). A particular attention has to be put on the causation-cor-
relation problem, since observational data only take into account the second 
aspect. However, According to Varian (2013) the problem can be solved through 
experimentations.

In a similar fashion as in Doornik and Hendry (2015), it is here claimed the 
importance of the problem formulation, obtained leveraging theoretical and practi-
cal considerations and trying to spot what relationship deserves to be deepened 
further. The identification step instead tries to include all the relevant variables and 
effects to be accounted for, through both the (strictest) statistical methods and non-
quantitative criteria, and verifies the quality and validity of available data. In the 
analytical step, all the possible models have to be dynamically and consistently 
tested with unbiased procedures, and the insights reached through the data inter-
pretation have to be fed backward to improve (and maybe redesign) the problem 
formulation (Hendry and Doornik 2014).

Those aspects can be incorporated into a lean approach, in order to reduce 
the time, effort and costs associated to data collection, analysis, technological 
improvements and ex-post measuring. The relevance of the framework lies in 
avoiding the extreme opposite situations, namely collecting all or no data at all. 
The next figure illustrates key steps towards this lean approach to big data: first of 
all, business processes have to be identified, followed by the analytical framework 
that has to be used. These two consecutive stages have feedback loops, as well as 
the definition of the analytical framework and the dataset construction, which has 
to consider all the types of data, namely data at rest (static and inactively stored 
in a database), at motion (inconstantly stored in temporary memory), and in use 
(constantly updated and store in database). The modeling phase is crucial, and it 
embeds the validation as well, while the process ends with the scalability imple-
mentation and the measurement. A feedback mechanism should prevent an inter-
nal stasis, feeding the business process with the outcomes of the analysis instead 
of improving continuously the model without any business response (Fig. 2.1).
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In light of all the considerations made so far, data science should then reach a 
compromise between the two approaches, because “in medio stat virtus”: a spe-
cific problem should be tackled using a structured process, and an accurate ques-
tion has to be posed at the beginning, but it is essential to be open and flexible to 
follow new unexpected paths and managing unanticipated consequences based on 
what data are telling. Big data are increasing the accuracy of predictions made, 
and enhancing the comprehension of many phenomena and human behavior. 
Ultimately, it appears to reduce the world complexity, providing an answer to any 
question posed. What is really going on instead is that they are providing multi-
ple solutions, solutions that sometimes are so groundbreaking that they call for the 
question itself to be updated or amended. They disclose infinite new possibilities, 
which actually results in greater complexity—an intricacy that it is though man-
ageable with a low change resiliency. Data science works as feedback-loop, and 
unlocking the data potential may involve a fully mind-shifting, which is important 
to be understood before embarking on it.

Data allow to grasp things that elude human’s attention, but since they are 
not good or bad per se, they should never be blindly trusted. Data identifica-
tion and interpretation is where the additional business value lies, and also how 

Fig. 2.1   Big data lean deployment approach
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the mistakes or frauds occur. Value-generation is a three-steps process: it results 
from first determining who are the recipients of data, then correctly enquiring, and 
finally providing user-friendly outcomes to the right audience (and sometime great 
visualizations are not useful for the sake of clarity), and translating those results 
into actionable points.

The four misconceptions about big data summarized above seem to be the most 
common traps for businesses moving into this area for the first time. Extra care is 
suggested when big data are approached in the first place. However, even for field 
veterans, implementing a successful data strategy may be cumbersome, due to a 
set of problems experienced at different levels (technical, business, or operational) 
and with different degrees of intensity. On top of everything the greatest complica-
tion is the cultural issue, and how C-level professionals perceived big data pro-
jects. The top management may indeed not be aware of the potential impact of 
data science for their business, so they have to be instructed through a proof of 
concept, i.e., a short, high-value, and low-resource-consuming internal project that 
can persuade them on incrementing the functional area of analytics. Moreover, a 
second imperative is the creation of a golden record, which is a unique and well-
defined version of every data entity, and the identification of the correct technol-
ogy and architecture. This is basically a theoretical matching issue, and it has to be 
thought as choosing the best unambiguous key in order to understand and validate 
one entity and separate it from other similar ones. In this respect, it is therefore 
essential to establish a solid internal data procedure, which has to consist of at 
least four main pillars: aggregation, integration, normalization, and finally valida-
tion, as summarized in the following figure (Fig. 2.2).

Data need to be consistently aggregated from different sources of information, 
and integrated with other systems and platforms; common reporting standards 
should be created—the master copy—and any information should need to be even-
tually validated to assess accuracy and completeness. Finally, assessing the skills 
and profiles required to extract value from data, as well as to design efficient data 

Fig. 2.2   Internal data management process
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value chains and set the right processes, are two other essential aspects. Having a 
solid internal data management, jointly with a well-designed golden record, helps 
to solve the huge issue of stratified entrance: dysfunctional datasets resulting from 
different people augmenting the dataset at different moments or across different 
layers.

The answers to these problems are not trivial, and we need a frame to approach 
them. A Data Stage of Development Structure (DS2) is a maturity model built for 
this purpose, a roadmap developed to implement a revenue-generating and impact-
ful data strategy. It can be used to assess the current situation of the company, and 
to understand the future steps to undertake to enhance internal big data capabilities.

Table 2.1 provides a four by four matrix where the increasing stages of evolu-
tion are indicated as Primitive, Bespoke, Factory, and Scientific, while the metrics 
they are considered through are Culture, Data, Technology, and Talent. The final 
considerations are drawn in the last row, the one that concerns the financial impact 
on the business of a well-set data strategy.

Stage one is about raising awareness: the realization that data science could be 
relevant to the company business. In this phase, there are neither any governance 
structures in place nor any pre-existing technology, and above all no organization-
wide buy-in. Yet, tangible projects are still the result of individual’s data enthu-
siasm being channeled into something actionable. The set of skills owned is still 
rudimental, and the actual use of data is quite rough. Data are used only to convey 
basic information to the management, so it does not really have any impact on the 
business. Being in this stage does not mean being inevitably unsuccessful, but it 
simply shows that the projects performance and output are highly variable, con-
tingent, and not sustainable. The second Phase is the reinforcing: it is actually an 
exploration period. The pilot has proved big data to have a value, but new compe-
tences, technologies and infrastructures are required—and especially a new data 
governance, in order to also take track of possible data contagion and different 
actors who enter the data analytics process at different stages. Since management 
contribution is still very limited, the potential applications are relegated to a single 
department or a specific function. The methods used although more advanced than 
in Phase one are still highly customized and not replicable. By contrast, Phase 
three adopts a more standardized, optimized, and replicable process: access to the 
data is much broader, the tools are at the forefront, and a proper recruitment pro-
cess has been set to gather talents and resources. The projects benefit from regular 
budget allocation, thanks to high-level commitment of the leadership team. Step 
four deals with the business transformation: every function is now data-driven, it 
is lead by agile methodologies (i.e., deliver value incrementally instead of at the 
end of the production cycle), and the full-support from executives is translated 
into a series of relevant actions. These may encompass the creation of a Centre 
of Excellence (i.e., a facility made by top-tier scientists, with the goal of leverag-
ing and fostering research, training and technology development in the field), high 
budget and levels of freedom in choosing the scope, or optimized cutting-edge 
technological and architectural infrastructures, and all these bring a real impact on 
the revenues’ flow. A particular attention has to be especially put on data lakes, 
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repositories that store data in native formats: they are low costs storage alterna-
tives, which supports manifold languages. Highly scalable and centralized stored, 
they allow the company to switch without extra costs between different platforms, 
as well as guarantee a lower data loss likelihood. Nevertheless, they require a 
metadata management that contextualizes the data, and strict policies have to be 
established in order to safeguard data quality, analysis, and security. Data have to 
be correctly stored, studied through the most suitable means, and to be breach-
proof. An information life cycle has to be established and followed, and it has to 
take particular care of timely efficient archiving, data retention, and testing data 
for the production environment.

A final consideration has to be spared about cross-stage dimension “culture”. 
Each stage has associated a different kind of analytics, as explained in Davenport 
(2015). Descriptive analytics concerned what happened, predictive analytics is 
about future scenarios (sometime augmented by diagnostic analytics, which inves-
tigates also the causes of a certain phenomenon), prescriptive analytics suggests 
recommendations, and finally automated analytics are the ones that take action 
automatically based on the analysis’ results.

Some of the outcomes presented so far are summarized in Fig. 2.3. The fol-
lowing chart shows indeed the relation between management support for the ana-
lytics function and the complexity and skills required to excel into data-driven 
businesses. The horizontal axis shows the level of commitment by the manage-
ment (high vs. low), while the vertical axis takes into account the feasibility of 
the project undertaken—where feasibility is here intended as the ratio of the 
project complexity and the capabilities needed to complete it. The intersection 
between feasibility of big data analytics and management involvement divides the 
matrix into four quarters, corresponding to the four types of analytics. Each cir-
cle identifies one of the four stages (numbered in sequence, from I—Primitive, to 
IV—Scientific). The size of each circle indicates its impact on the business (i.e., 
the larger the circle, the higher the ROI). Finally, the second horizontal axis keeps 
track of the increasing data variety used in the different stages, meaning structure, 
semi-structured, or unstructured data (i.e., IoT, sensors, etc.). The orange diago-
nal represents what kind of data are used: from closed systems of internal private 
networks in the bottom left quadrant, to market/public and external data in the top 
right corner.

Once the different possibilities and measurements have been identified—in the 
Appendix II, a Data Science Maturity Test (DMST) is provided, and it can be used to 
understand what stage a firm belongs to—it would be also useful to see how a com-
pany could transition from one level to the next. In the following figure (Fig. 2.4) 
some recommended procedures have been indicated to foster this transition.

In order to smoothly move from the Primitive stage to the Bespoke, it is nec-
essary to proceed by experiments run from single individuals, who aim to create 
proof of concepts or pilots to answer a single small question using internal data. 
If these questions have a good/high value impact on the business, they could be 
acknowledged faster. Try to keep the monetary costs low as possible (cloud, open 
source, etc.), since the project will be already expensive in terms of time and 
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manual effort. On a company level, the problem of data duplication should be 
addressed. The transition from Bespoke to Factory instead demands the creation of 
standard procedures and golden records, and a robust project management support. 
The technologies, tools, and architecture have to be experimented, and thought 
as they are implemented or developed to stay. The vision should be medium/long 
term then. It is essential to foster the engagement of the higher-senior management 
level. At a higher level, new sources and type of data have to be promoted, data 
gaps have to be addressed, and a strategy for platforms resiliency should be devel-
oped. In particular, it has to be drawn down the acceptable data loss (Recovery 
Point Objective), and the expected recovered time for disrupted units (Recovery 

Fig. 2.3   Big data maturity map

Fig. 2.4   Maturity stage transitions
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Time Objective). Finally, to become data experts and leaders and shifting to the 
Scientific level, it is indispensable to focus on details, optimize models and data-
sets, improve the data discovery process, increase the data quality and transfer-
ability, and identify a blue ocean strategy to pursue. Data security and privacy are 
essential, and additional transparency on the data approach should be released to 
the shareholders. A Centre of Excellence (CoE) and a talent recruitment value 
chain play a crucial role as well, with the final goal to put the data science team in 
charge of driving the business. The CoE is indeed fundamental in order to mitigate 
the short-tem performance goals that managers have, but it has to be reintegrated 
at some point for the sake of scalability. It would be possible now to start docu-
menting and keeping track of improvements and ROI. From the final step on, a 
process of continuous learning and forefront experimentations is required to main-
tain a leadership and attain respectability in the data community.

In Fig. 2.4 it has also been indicated a suggested timeline for each step, respec-
tively up to six months for assessing the current situation, doing some research 
and starting a pilot; up to one year for exploiting a specific project to understand 
the skills gap, justify a higher budget allocations, and plan the team expansion; 
two to four years to verify the complete support from every function and level 
within the firm, and finally at least five years to achieving a fully-operationally 
data driven business. Of course the time needed by each company varies due to 
several factors, so it should be highly customizable.

Few more words should be spent regarding the organizational home (Pearson 
and Wegener 2013) for data analytics. We claimed that the Centre of Excellence is 
the cutting-edge structure to incorporate and supervise the data functions within a 
company. Its main task is to coordinate cross-units activities, which embeds: main-
taining and upgrading the technological infrastructures; deciding what data have 
to be gathered and from which department; helping with the talents recruitment; 
planning the insights generation phase, and stating the privacy, compliance, and 
ethic policies. However, other forms may exist, and it is essential to know them 
since sometimes they may fit better into the preexisting business model (Fig. 2.5).

The figure shows different combinations of data analytics independence and 
business models. It ranges between business units (BUs) that are completely 
independent one from the other, to independent BUs that join the efforts in some 

Fig. 2.5   Data analytics organizational models
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specific projects, to an internal (corporate center) or external (center of excellence) 
center that coordinates different initiatives.

In spite of everything, all the considerations made so far mean different things 
and provide singular insights depending on the firm’s peculiarities. In particular, 
the different business life cycle phase in which the company is operating deeply 
influences the type of strategy to be followed, and it is completely unrelated to the 
maturity data stage to which they belong (i.e., a few months old company could be 
a Scientific firm, while a big investment bank only a Primitive one).

Hence, there are at least two different approaches that have to be analyzed, i.e., 
the prospective and the retrospective one. The prospective concerns mainly start-
ups, i.e., companies that are running on since few time and that are not producing 
huge amount of data (yet). They will begin producing and gathering data though, 
so it is extremely relevant to set an efficient data strategy form the beginning. The 
second case instead, the retrospective, is about existing businesses that are over-
whelmed by data, and they do not know how to use them—or they may have spe-
cific problems, as centralized integration. It is clear the difference between those 
two circumstances, and it is then needed to explore it further.

Firstly, a startup is completely free from any predetermined structure, and it can 
easily establish a strong internal data policy from the beginning adopting a long-
term vision, which would prevent any data related issue in the future. This is a 
matter to not be underestimated, and it requires an initial investment of resources 
and time: if the firm does it once and well, it will get rid of a lot of inconveniences 
and bothers. A well-set data policy would indeed guarantee a lean approach for the 
startup throughout any following stage. Moreover, young companies are often less 
regulated, both internally (i.e., internal bureaucracy is lower) and externally (i.e., 
compliance rules and laws). They do have a different risk appetite, which pushes 
them to experiment and adopt forefront technologies. Nonetheless, they have to 
focus on quality data rather than quantity data to start with.

A mature company instead usually faces two main issues: they have piles of 
data, and they do not know how to use them, or on the other side they have the 
data and a specific purpose in mind, but they cannot because of poor data quality, 
inadequate data integration, or shortage of skills. In the first case, they are in the 
Primitive stage, meaning that they have data but no clue on how extracting value 
from them. Since big institutions usually have really tight and demanding job 
roles, it is sometime impossible to innovate internally—in other words, they are 
“too busy to innovate”. Some sector is more affected by this problem (fintech for 
instance) with respect to others (biopharma industry), as showed in Corea (2015). 
They should then hire a business idea generator in a first place, meaning an experi-
enced high-level individual who can provide valuable insights even without owing 
a strong technical background, and afterwards a proper data scientist (or outsourc-
ing the analysis phase). The second scenario, the one in which the data are present 
but useless, mainly two solutions can be adopted for each of the problems above 
identified: either the firm implements from scratch a new platform-team-culture, 
or it outsources it to intermediaries. Whereas in the first case the marginal utility 
has to compensate for the implementation and running costs of the new platform 
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and the salaries for the new employees, using specialized startups, universities, or 
expert consultants could be quite useful due to their high specialization and flex-
ibility. The first case is also challenging because sometime the ability to assess 
data is fairly poor, and the database are so disorganized and low-quality that the 
decision whether to invest a lot of money in something that can—but also cannot 
with a good probability—have a return in five years time is really terrifying.

When it comes to choose whom to outsource to, the universities often repre-
sent a preferred avenue by big corporations: universities always need funding and 
above all data for running their studies (and publishing their works). They cost 
far less than startups, they have a good poll of brains, time, and willingness to 
analyze messy datasets, and universities that pursue pure theoretical research can 
be integrated by real impactful business questions. Startups instead are revenue-
generating entities, and by definition they will cost more to big incumbents, but 
they often gather the best minds and talents with good compensation packages and 
interesting applied researches that universities cannot always offer. In both cases, 
the biggest issue is anyway about data security, confidentiality, and privacy: what 
data does the company actually outsource, how the third parties keep the data 
secured, how do they store them, and the HiPPO (i.e., highest paid person’s opin-
ion) concern, are the most common issues to deal with. Another relatively new 
and interesting way for big corporations to get some analysis for free are meetups 
and hackathons, that can be exploited as window-dressing for the firm, and in the 
meantime used to get good analysis and insights virtually for free.

The alternative to the outsourcing scenario is the buy-in mentality, which looks 
at buying and integrating (horizontally or vertically) anything that the company 
does not develop in-house. It is definitely more costly than other options, but it 
solves all the problems related to data privacy and security. Incubators and accel-
erators can offer a substitute way to invest less in more companies of interests that 
deal with several useful subjects without fully buying many companies, and this 
is why it is becoming so popular nowadays. The disadvantage of this fragmented 
investment business however is that new companies have a high-risk of failing—
and the big firm loses not only the amount invested but also business opportunities 
and competitiveness—and companies need to invest in a team to select and sup-
port the on-boarded ventures.

Hence, it could be useful to integrate all the solutions provided so far and iden-
tify a solution in the middle. What we propose here is a two-steps approach: in the 
first phase, universities can be used to run a pilot, or the first two to three worthy 
projects that can drive the business from a Primitive stage to a Bespoke one. Then, 
the results are used to persuade management to invest into data analytics. The per-
fect hybrid option would be to create an internal data analytics center that is com-
pletely both physically and administratively disconnected from the main company. 
Hence, in a different building, the team should be run as it was a proper startup, 
and has to be charged by fully autonomy and freedom of means and thinking.

The conclusions of this chapter are drawn by final note for big corporation and 
their data approach, as well as a list of reasons of why big data projects may fail.
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It is not clear when a company should start worrying about switching or going 
for a big data strategy. Of course there is not a unique standard answer, because 
the solution is tightly related to business specificities, but broadly speaking it is 
necessary to start thinking about big data when every source of competitive advan-
tage is fading away or slowing down, i.e., when the growth of revenues, clients 
acquisitions, etc., reaches a plateau. Big data are drivers of innovation, and this 
approach could actually be the keystone to regain a competitive advantage and to 
give new nourishment to the business. However, it should be clear by now that 
this is not something that may happen overnight, but it is rather a gradual cultural 
mind-shift that requires many small steps to be undertaken.

Concerning how and why a big data projects may fail, there could be several 
different reasons. There are though some more commons mistakes made by com-
panies trying to implement data science projects. It happens often indeed that the 
scope is inaccurate because of lacking of proper objectives or too high ambitions. 
On the other hand, the excessive costs and time employed in developing efficient 
project result from high expectations as well as absence of scalability. Managing 
correctly expectations and metrics to measure the impact of big data into the busi-
ness is essential to succeed in the long term.
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Abstract  Many strategic challenges come with formulating a big data strategy: 
how to guarantee a secured data access and a constant protection of users’ data; 
how to promise a fair data treatment; how to manage data in case of special situ-
ation such as initial public offerings, growth strategies, mergers and acquisitions; 
how to handle data in emerging and growing markets. Furthermore, the idea of a 
data ecosystem will be sketched out in this chapter.

It should be clear at this stage the degree of complexity associated to any data problem. 
In addition to what we showed above in terms of both common mistakes and strategic 
complications, specific scenarios might enhance the barriers to a correct data strategy 
implementation, and then have to be considered separately.

3.1 � Data Security, Ethic, and Ownership

Data security and privacy represents one of the main problems of this data-yield 
generation, since a higher magnitude of data is correlated with a loose control 
and higher fraud probability, with a higher likelihood of losing own privacy, and 
becoming target of illicit or unethical activities. Today more than ever a universal 
data regulation is needed—and some steps have already been taken toward one 
(OECD 2013). This is especially true because everyone claims privacy leakages, 
but no one wants to give up on the extra services and customized products that 
companies are developing based on our personal data.

It is essential to protect individual privacy without erasing companies’ capac-
ity to use data for driving businesses in a heterogeneous but harmonized way. Any 
fragment of data has to be collected with prior explicit consent, and guaranteed 
and controlled against manipulation and fallacies. A privacy assessment to under-
stand how people would be affected by data is crucial as well.

There are two important concepts to be considered from a data protection point of 
view: fairness and minimization. Fairness concerns how data are obtained, and the 
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transparency needed from organizations that are collecting them, especially about 
their future potential uses. Data minimization regards instead the ability of gather-
ing the right amount of data. Although big data is usually intended as “all data”, 
and even though many times relevant correlations are drawn out by unexpected data 
merged together, this would not represent an excuse for collecting every data point 
or maintain the record longer than it is required to. It is hard to distinguish in this 
case the best practice, and until a strict regulation will not be released, an internal 
business practice related to industry common sense has to be used.

People may not be open to share for different reasons, either lack of trust or 
because they have something to hide. This may generate an adverse selection 
problem that is not always considered, because clients who do not want to share 
might be perceived as they are hiding something relevant (and think about the 
importance of this adverse selection problem when it comes to governmental or 
fiscal issues). Private does not mean necessarily secret, and shared information 
can still remain confidential and have value for both the parts—the clients and the 
companies.

This is a really complicated matter, especially if we ponder for the possibili-
ties of a stricter regulation to raise excessive data awareness in individuals. In the 
moment in which customers will understand the real value laying in their personal 
data, they will start becoming more demanding, picky, selective, and eager to 
maximize their own data potential. This will probably impact some businesses and 
industries, which are currently based on the freeconomis model—the clients incur 
in zero costs in exchange of alternative sources of revenue for the firm (“if it is 
free, it means you are the product”).

An important achievement regarding this matter could be reached for instance 
using blockchain—and an example is the use for auditing purposes. The block-
chain is basically made by three components, i.e., a distributed database, an 
append-only structure, and a cryptographic secure write permissions system. This 
would be translated into allowing two people to have a conversation (i) without 
needing a server, (ii) without knowing each other and having to verify if they are 
who they claim to be, and finally (iii) to make the conversation public without 
unpleasant consequences. In other words, the blockchain technology will secure 
the data, it will confirm the parties’ existence, and provide tailored access to spe-
cific piece of information to different actors. The important effects of the use of 
blockchain in relation to big data is that the data could be verified once-for-all at 
the beginning, and therefore is often not necessary to transfer them anymore—
even within virtual spaces such as the clouds. In this way, some verified personal 
data will not rely anymore on the original maker, but they will become truth in 
stone. This would improve the configuration of the trust relation between data pro-
viders, users, and final clients, eliminating the loop structure that would consider 
enhancing the network trust through a control mechanism.

A special attention has to be put as well on new technologies, as for instance 
Hadoop. It was not designed taking into consideration a high-security level, and 
this is the reason why it could be highly subjected to unauthorized access and why 
it generated problems related to the data origin.



21

But this is also why organizations have to adopt a security-centric approach, 
and focus on increasing the security of their infrastructures (especially in distrib-
uted computing environments), protecting sensitive information and implementing 
a real-time monitoring and auditing process. In particular, it may be necessary to 
structure accesses on layers, asking for authorization and guarantying privileged 
access for specific users.

Bigger repositories increase the risks of cyber attacks because they come with 
higher payoffs for hackers or tech scoundrels. Each different source contributes 
to big data repositories, which means different point of access to be secured, and 
therefore a good infrastructure should be able to balance a flexible data extraction 
and analysis with a restricted unauthorized access technology. Besides, the cloud 
is more likely to be attacked. The server configurations may not be consistent, and 
gaps can be found in them, so an extra care in distributed servers is recommended.

Several solutions exist to some of these problems, and many others are being 
studied during these days. It is a vicious circle though, because for each problem a 
countermeasure can be found, but is never fully conclusive and always subject to 
new gaps. Current working solutions for enhancing a data security are: monitor-
ing as much as possible the audit logs; establishing preventive measures (inactive 
accounts deactivation, maximum failed login attempts, stronger passwords, extra 
secured configurations for hardware and software etc.); using only secure tested 
open-source software.

On the other side, a big role will be played by the ethic behind big data, i.e., to 
what extent companies are going to push the data boundaries and to dig into peo-
ple lives. A lot can be said on philosophical implications of big data and their rela-
tionship with human ethic (Zwitter 2014), but from a practical point of view, every 
company should create a data ethic internal guidelines, which should be publi-
cally displayed on the company website as well. They should develop a data stew-
ardship, a code of professional conduct, which has to convey few main aspects: 
transparency (what data are used and how); simple design (simple adjustments to 
privacy settings if wanted); win-win scenario (make sure the customers get value 
from the data they provide). But above all, the golden rule—that may sound bib-
lical—is “don’t collect or use personal data in a manner you wouldn’t consider 
acceptable for you”. Following these simple rules, guidelines for building a code 
of professional conducts have been provided in the Appendix V.

The final topic of interest is the issue around data ownership: does a customer 
keep the ownership of his own data, or he loses it in the moment he accepts the 
company’s terms and conditions? There is not a straightforward answer to this 
question, but we can propose a solution: customers should retain the ownership on 
raw data initially provided; the use should be granted to the company, and cannot 
be call back unless specific circumstances that could negatively impact the indi-
vidual occur; and finally, the company keeps the ownership on “constructed data”, 
i.e., data obtained manipulating the original one, and that cannot be reverse-engi-
neered to infer the raw data.

3.1  Data Security, Ethic, and Ownership
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3.2 � The Data Ecosystem

A very innovative concept is the idea of a data ecosystem, i.e., a common data 
center or storage system where different institutions share data. This sharing could 
indeed foster on the next level each single company, since it would allow them 
to have a higher base and deeper understanding of their businesses. On the other 
side though, every company have to maintain their strategic bottleneck in the value 
chain, and thus a well-thought data plan has to be put in place to not lose the com-
petitive advantage coming from personal data. From a game theoretic point of 
view, this could create an equilibrium in which only useless or low-quality data are 
shared, so some sort of incentives have to be designed to encourage firms to share 
high-quality-relevant proprietary data.

This sharing system could be thought within industries and across industries. It 
is way easier to think about it in term of different industries with common needs, 
e.g., a bank who may need to score the credit profile of a client that share data with 
an energy provider, which has information on whether that client pays or not energy 
bills. Within the same industry, the matter is actually much more delicate, but still 
feasible, even if it could require a centralized action carried by the government.

The knowledge space so created will then be a distributed space, where differ-
ent enterprise warehouses converge. This center should be managed in theory by 
a governmental institution or independent third-parties players, but in reality not 
everyone could build this space, and according to classic economic theory both 
data collection and data analysis should be done by the actor who can do that best.

3.3 � Initial Public Offering

IPOs are special corporate situations in which a company goes public, and this 
requires both a large amount of data ex-ante to be organized and verified, and an 
extraordinary degree of further transparency after the listing. This is relevant from 
a data point of view then because an enormous amount of data have to be made 
available before the first listing day and gradually always more data will be pro-
duced around the firm’s activities.

From a data perspective then, an IPO requires a higher degree of transparency and 
standardization, and it demands for new guidelines that make any documentation eas-
ily accessible and verifiable without unveiling competitive advantages drivers.

3.4 � Growth Strategies: Acquisitions, Mergers, 
and Takeovers

Data analytics is key to merger and acquisition (m&a) transactions for mainly two 
reasons: synergies and targeting.
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Sometimes it is required to a company to take care of other firms’ datasets for 
business reasons, as for example in the case of mergers, acquisitions, or takeovers. 
These particular situations raise manifold relevant questions about what data strat-
egy should be used in this case. It is important to assess the quality, depth, and 
variety of data the other company may have, because integration is highly costly 
in this scenario. Afterwards, three solutions are possible: discard all the other com-
pany’s data, integrate them all within the internal data structure, or alternatively 
partially integrate the two big datasets. The first case assumes a perfect overlap-
ping in terms of information available (e.g., same customers, same products, etc.), 
but a lower quality or depth in the information discarded. In the second case, the 
acquiree owns a complete different dataset that is worthy to be integrated, with the 
same quality and depth of the acquirer’s one (e.g., Virgin Group owns business 
completely different from each other, but with many potential data interactions). In 
the final case, the two businesses are alike even if not completely equal, and they 
may have different data information, depth, or quality (e.g., an incomplete CRM 
datasets with partial information, or two businesses that sell similar products but 
with a different clients base).

Given the always higher relevance of embedding new datasets internally, dur-
ing a m&a transaction the data architecture has to be taken into account, because 
sometimes the willingness of a full-integration could be vanished by out to date 
technologies or systems, which could considerably lower the total value of the 
deal. Still, the two core technologies could be compatible, but one of them could 
be not scalable. All these elements have to be noticed in order to price correctly 
the transaction.

On the other hand, big data could help in understanding what company to tar-
get, and the rationale behind it. Prediction models can show the market reactions 
to the deal, and allows an extensive comparison that may enlighten redundant 
assets or interesting new revenue-generating combinations.

3.5 � Emerging Markets

The main issues in emerging markets are data scarcity and how to establish trust-
ing relations to start collecting data. Aside from these problems, big data analyt-
ics is such a scalable business that the main distinctions between developed and 
emerging countries is shrinking down. The lowering cost of key infrastructure 
(e.g., the cloud, which provides both storage system and computational power) is 
allowing any kind of firm to be data-driven from day one. The emerging countries 
are also quickly becoming major producers of data, and as a consequence they are 
increasing their ability to analyze that data as well.

A different problem is also the limited access to relevant information and ana-
lytics that could to gauge supply and demand for certain businesses. Even getting 
the raw data is hard, and a lot of effort has to be done to convert unstructured data 
into something workable. By contrast with respect to developed countries, the 
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majority of the digital data in emerging economies are mobile data, but it is still 
a small percentage compared to the non-digital data produced. Further issues may 
arise from intrinsic sample biases, because individuals who source the data belong 
to specific clusters of the population. The limited amount of talents and the scar-
city of infrastructures represent another challenge.

Emerging economics are the best scenario for data-trials, but they need rede-
signed data strategies: the pace of development of data strategies will be slower, 
and it requires starting from small data first.
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Abstract  This chapter discusses the role of the data scientist, what a data scientist 
is, and the set of skills needed to become one. The underlying idea proposed is that 
the job market is not matured enough yet for this figure to be trained and employed, 
but it will be ready in the next few years. In order to help firms to understand 
what to look for and how to use resources in the best way, a personality test has 
been implemented and different types of data scientists have been classified using  
this test.

All this confusion and vagueness around definitions and concepts, and the hurdles 
technicalities of the big data black box have turned the people who analyze huge 
datasets into some kind of mythological figures. These people, who possess all the 
skills and the willingness to crunch numbers and providing insights based on them, 
are usually called data scientists. They have inherited their faith in numbers from 
the Pythagoreans before them, so it may be appropriate to name them Datagoreans. 
Their school of thinking, the Datagoreanism, encourages them to pursue the truth 
through data, and to exploit blending and fruitful interactions of different fields and 
approaches for postulating new theories and identifying hidden connections.

However, the general consensus about who they are and what they are supposed 
to do (and internally deliver) is quite loose. Just by browsing job offers for data 
scientists one understands that employers do not often really know what they are 
exactly looking for, and this is probably why everyone is complaining about the 
shortage of data scientists in the job market nowadays (Davenport and Patil 2012).

In reality data scientists as imagined by most do not exist because it is a com-
plete new figure, especially for the initial degrees of seniority. However, the pro-
liferation of boot camps and structured university programs on one hand, and the 
companies’ increased awareness about this field on the other hand, will drive the 
job market towards its demand-supply equilibrium: firms will understand what 
they actually need in term of skills, and talents will be eventually able to provide 
those (verified) required abilities.

It is then necessary at the moment to outline this new role, which is still 
half scientist half designer, and it includes a series of different skillsets and 
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capabilities, akin to the mythological chimera. The profiling is then provided in 
the following table, and it merges basically five different job roles into one as 
shown in Fig. 4.1: the computer scientist, the businessman, the statistician, the 
communicator, and the domain expert (a more complete list of skills could be 
found in the Appendix III).

Clearly, it is very cumbersome if not impossible to substitute five different  
people with a single one. This consideration allows us to draw several conclu-
sions. First, collapsing five job functions into one is efficient on one hand because 
the value chain is concentrated and not dispersed, but on the other hand it can 
demand more time and resources. Indeed, a single individual can probably be 
less productive than five different people working on the same problem in the 
same timeframe. Secondly, hiring one specialist should cost less than a total of 
five semi-specialists, but much more than anyone of them singularly considered 
because of his specialization and high-level knowledge and flexibility. Looking at 
some number though, this does not seem to be reflected in the current job market: 

Fig. 4.1   Data scientist core skills set
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using Glassdoor.com, it is possible to notice that on average in 2015 in the United 
States (i) a computer scientist annually earns around $110,000, (ii) a statistician 
around $75,000, (iii) a business analyst $65,000, (iv) a communication manager 
$80,000, and finally, (v) a domain expert about $57,000. On the contrary, a data 
scientist salary median is around $100,000 according to the most recent survey 
run by O’Reilly (King and Magoulas 2015). From the survey it is possible to also 
learn that an average working week lasts often 40 hours, and that their daily tasks 
mainly consist of four hours per day spent on ETL, data cleaning, and machine 
learning (belonging to the computer science realm), with only a couple of hours 
spent on proper data analysis. According to these statistics, and roughly (and 
maybe incorrectly from a practitioner’s point of view) assuming that the rest of 
their time is equally divided into the other three activities, a data scientist should 
earn around $92,000. This is of course a very approximate estimate, which does 
not into account any seniority, differences across industries, etc., and where the 
domain expertise is computed as the average of marketing ($55,000), finance 
($65,000), database ($57,000), network ($64,000), and social media ($41,000) 
specializations. But it does convey a broad concept: data scientists seem to be 
(almost) fairly compensated in absolute terms, but their remuneration is definitely 
lower if compared to the cost structure they are facing to become such specialized  
figure. Indeed, the learning cost is really high because there are not so many 
designed programs for data science, so they have to do great efforts in filling their 
knowledge gaps. Furthermore, the universities and training monetary costs are 
really burdensome, and the opportunity costs quite heavy, and since the path is 
definitely new and not well established the choice of becoming a data scientist is 
risky and expensive.

All the considerations drawn so far point to a few suggestions for hiring data 
scientists: first of all, data science is teamwork, not a solo sport. It is important 
to hire different figures as part of the team, rather than exclusively for individual 
abilities. Moreover, if a data science team is a company priority, the data scien-
tists have to be hired to stay, because managing big data is a marathon rather than 
100 m dash.

Secondly, data scientists come with two different DNAs: the scientific and the 
creative one. For this reason, they should be let free to learn and continuously  
study from one hand (the science side), and to create, experiment, and fail from 
the other (the creative side). They will never grow systematically and at a fixed 
pace, but they will do that organically based on their inclinations and multi-fac-
eted nature. It is recommended to leave them with some spare time to follow their 
inspirations (some company is already doing that since years, and it consists in 
leaving them 10–20 % of their working hours to pursue their personal ideas, to 
innovate, or simply for self-discovering). Furthermore, they have to be highly 
motivated, because often money even relevant is not anyway the crucial aspect to 
them. A high salary is indeed a signal of the respect the company has for their 
work—both past and future—and it is of course an incentive because they could 
potentially go working anywhere else. Although, the retention power of a good 
salary is quite low with respect to interesting daily challenges, and in order to 
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align the data experts’ interests with the company vision they have to be continu-
ously fed with stimulating problems, and their work has to be relevant and impact-
ful. Remember also that the scientist part requires them to be part of a bigger 
community, as well as the freedom to share concepts, ideas, and eventually work-
ing in parallel with peers. Even though the companies believe in patenting and 
scarce divulgation of what they do to maintain a sustainable competitive advan-
tage, they have to compromise with the fact that scientists need to publish their 
researches, sharing data, materials, and ideas.

Finally, do not be closed-minded and suppress any prejudice. Even if on per-
centage there is a good share of American male with a PhD working in data sci-
ence (King and Magoulas 2015), this may be indicative but not conclusive on the 
ideal candidate to hire: value the skills and capabilities more than titles or formal 
structured education—at least as soon as the field would be deeply-rooted and uni-
versity degrees would be a good signal for skills owned. So far, in order to become 
a data scientist, the paths to be followed could be unconventional and various, 
so it is important to assess the abilities instead of deciding based on the type of 
background or degree level. Never forget that one of the real extra-value added by 
data science is different field contaminations and cross-sectional applications. It 
is also essential to take into account that not all the data specialists are the same 
(Liberatore and Luo 2012; Kandel et al. 2012), and it is possible to cluster them 
in four different groups (Harris et al. 2013) and by four different personalities in 
order to reach a higher type of granularity, based on their actual role within the 
company (“Archetype”) and on personal features (“Personality”—according to the 
Keirsey Temperament Sorter). Identifying correctly the personality type of a data 
scientist is crucial to amplify his internal contribution and efficiency, as well as to 
maximize the resources employed to recruit him (Table 4.1).

Table 4.1   Data scientists’ personality assessment and classification
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In the table above, a full disentanglement of data scientists’ types is provided. 
The color roughly represents the partition between three main skills they pos-
sess—based on the survey run by Harris et al. (2013)—that are mathematics-
statistic-modeling skills (blue), business ones (green), and coding abilities (red). 
Having this clear classification in mind may be argued to be a merely speculative 
and useless labeling exercise, but it is indeed extremely relevant because increases 
the data science team efficiency: identifying personal inclinations and aspira-
tions would allocate the best people to the best job role, and common complaints 
and problems such the insufficient time for doing analysis, the poor data quality, 
and the excessive time spent in collecting and cleaning data (King and Magoulas 
2015) would be eliminated—or better, they would be assigned to the right peo-
ple. Furthermore, this framework would help identifying the minimum team struc-
ture to start with: on the main diagonal there are indeed the basic figures needed 
in order to properly establish a fully-functional data science team. The Gardener 
(usually known also as data engineer) is in charge of maintaining the architecture 
and making the data available to the Groundbreakers, who are usually identified as 
proper data scientists, and that try to answer research questions and draw insights 
from data once they verified through tests that their models work. The insights are 
then passed to Advocates (business intelligence) and Catalysts (customer intel-
ligence team), who respectively communicate that information to executives and 
use that to increase customers’ satisfaction. The data process is illustrated in the 
following figure (Fig. 4.2).

Having these four different basic teams guarantees an efficient data-driven busi-
ness and a sharp outcomes delivering, as soon as the communication across-teams 
and across-departments is well implemented. It is common practice to have short 
(five-minutes at most) stand-up internal meetings every morning to wrap up the 
daily objectives, works, and expected outcomes, as well as weekly meetings with 
other departments to align the work. Structuring the process as above proposed 
would finally increase the scalability of any data project.

Fig. 4.2   Data science value chain
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Abstract  Big data and data science pushed the technological frontier one 
step forward, and as they are an innovation themselves, they also entail the 
development of new trends. The Internet of Things is the first trend highly 
interconnected with big data that will be discussed. Secondly, an overview of 
cloud technologies will be provided. Finally, application-programming interfaces 
will be shown to have a huge impact on how data are accessed, protected, used, 
and widespread.

Data are permeating our world, and they will play a decisive role in the next future 
as well. They are changing our way of thinking, our business models, and how we 
approach any disciplines. We are already observing some manifestation of these 
changes, and we already have evidences of important data trends, such as the data 
becoming a completely new asset class or a new currency as well, which may sup-
plement one day the traditional ones. There are although other more specific trends, 
namely the cloud technology, APIs, and the Internet of things (IoT) that need to 
be tackled separately because of their impact of our daily activities. Although each 
one of these tendencies has been introduced for a different purpose, it is turning 
out that they are all driving data science toward two major achievements: they 
are indeed increasing the interconnectivity around us, and they are increasing our 
personal utility. The latter improvement is reached by reducing the frictions (e.g., 
cloud, APIs, etc.), enhancing more than proportionally the cost-benefit tradeoff, or 
making us aware of an utility increase—some time the relation action-utility is not 
consciously understood, and we only need to become aware of it.

Every single trend would need a complete book to be fully understood and inte-
grated in a big data strategy, but the purpose of the next paragraphs is rather to 
acknowledge their existence and comprehend how they relate to the data science 
world.

Chapter 5
Future Data Trends
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5.1 � The Internet of Things (IoT)

This is one of the reasons why nowadays big data is such a buzzword. The IoT is 
indeed generating and gathering data that were inaccessible few years ago. Mobile 
phones enlarge the spectrum of the data collectors and improve the micro-data qual-
ity tremendously; sensors are wearable by anyone and available for a really low-
cost; drones and nanosatellites allow us to reach horizons that we would not be able 
to achieve otherwise; smart buildings and cities scale up big data to have an expo-
nential impact, while roboadvisory reflects the frontier of new human interactions. 
In spite of the specific application we are dealing with, every IoT node has in com-
mon three main features: they are remote, automatic, and dynamic. Metaphorically 
speaking, it works like a hive with a central brain and several worker bees.

On the other side though, they are increasing the complexity geometrically, 
and they are raising a series of challenging situations. First of all, the Internet of 
Things is posing a more careful emphasis on marginal features over core aspects. 
Secondly, reliability assumes an always greater importance: the fostered inter-
connectivity augments indeed the risk of an total collapse point, i.e., a situation 
in which the presence of multiple nodes shuts down the entire system at once. 
Moreover, even if it may sound counterintuitive, the way in which we are structur-
ing the nodes and single information vehicles is not through modules and neither it 
is fully integrated by default, as it was in the past.

Big data and IoT are closely related, both at individual and industrial level.  
IoT is drastically changing several business models, since it is integrating with big 
data techniques that collect information in real-time, using them for diversified 
revenue streams.

5.2 � The Cloud

The cloud is rapidly becoming the company’s best friend: it allows to cut down the 
storage costs to virtually zero and scale up the analysis, because data will be store 
in this ether: there is not any capital expenditure on infrastructure or maintenance, 
and even personnel (especially the highly specialized and thus expensive) is low-
ered down, and this is what often makes data science cost-effective. Reducing the 
concept to the ground, using a cloud means renting out a server space not physi-
cally located in your own building. In addition to the storage space, the cloud is 
essential in order to exploit the CPU power of different machines for tasks that 
a single one is not able to implement. Although is a powerful tool and represents 
one of the new data analytics frontiers, it is neither a totally new idea nor a bullet-
proof instrument. First of all, as already pointed out for the IoT trend, it demands a 
careful reflection on systemic risk and fragility. Secondly, it might generate issues 
for people to reaccess the data, and encourages accumulating things (and data) we 
do not really need, but that we are not able to discard. So, one of the problem that 
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it creates is the decision of what kind of data has to be stored. Would you store 
useless data, or something you are not going to use again on the cloud, or rather 
using it as a backup option? In the first case, why are you then storing those data 
if they are useless? And in the second scenario, there are not any other (maybe 
more efficient) options? An alternative could be, for instance, a peer-to-peer sys-
tem. From an enterprise point of view instead, every company is increasing expo-
nentially their hardware capacities and disk spaces, so why they should go for an 
extra virtual space when they already have plenty of unused space? Some big cor-
porations would argue that they may use the cloud in order to create and maintain 
a golden record, but does it really make sense given the increasing ability of our 
algorithm to recognize the data entities with unsupervised methods?

Hence, when it comes to the cloud, many aspects have to be taken into account, 
and there are things to be considered that entirely depend from others. An example 
is the elasticity provided by this system—that is usually ruled by a “pay as you 
go” option plan—that is balanced by the fact of sharing the same server space with 
others (who sometimes can be “noisy neighbors”, i.e., players that affect nega-
tively others with their behavior).

5.3 � Application Programming Interfaces (APIs)

Although it might not be the first objective for a successful data strategy, APIs man-
agement is essential in order to reach efficiency and scalability. The Application 
Programming Interfaces (APIs) represent standardized access to proprietary data. 
They are becoming extremely relevant to the field for a series of reasons: first of all, 
they lower significantly the cost and effort of accessing the data for whatever pur-
pose they might be needed (cleansing, analysis, etc.). These lower barriers to entry 
are applicable also to non-technical audience and users, and this is probably the 
greatest contribution APIs bring. In addition, they foster and facilitate the integra-
tion of different datasets, reducing the likelihood of internal bugs within the servers. 
They smooth the data flow and lifecycle, providing a more scalable, reliable, and 
efficient connection between data, applications, devices, and eventually people.

The business and economic validity of these gateways is in the new use cases 
they create, and in how multi-stages APIs really create new (meta)data, unlocking 
data not accessible before.

Furthermore, they add a further layer of security to the data access, since they 
allow only to a selection of approved users to navigate through information that 
should not be available to everyone—think about potential application in protect-
ing customers’ rights and data, or investment banking internal firewall, or again 
simply different departments of a company that should not have access to the same 
data for legal or ethical reasons.

As downside though, a common fear is that they might weaken in the long term 
the human ability to perform the tasks assigned to the algorithm: the compromise 
is creating a system that learns from and teaches to human users at the same time.

5.2  The Cloud
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Abstract  Big data represented a topic of high interest in the last five years, and 
brought an innovation and technological breakthrough all around. However, 
they are only one step toward a more revolutionizing advancement, i.e., the 
Artificial Intelligence. The ability to handle a huge amount of data and the 
capacity to harness their power will eventually allow us to design algorithms and 
hardware that could at least approximate, if not fully reproduce, the human brain 
capabilities.

While trends must have some evidences in the present to be acknowledged, future 
horizons concern things possibly reachable in the future, but not today. So far, big 
data has been used to understand the complexity that surrounds both social and 
natural events. However, we are increasingly trying to emulate the human brain, as 
we strive for new knowledge. This project is the most complex and successful big 
data project ever realized: a machine that processes a huge amount of both struc-
tured and unstructured data in short time frames and act upon the results achieved.

In other words data science only represents the infancy stage of artificial intel-
ligence (AI), i.e., the field that studies how to create a computer (or more generally 
machine) ables to prove an intelligent behavior. Big data is instead only the fuel 
that feeds AI. There are different approaches and kinds of AI, and each of them 
provides different insights. An AI algorithm could indeed be specific, generic, or 
social. The first category solves specific issues learning throughout the journey; 
the second one is more strictly related to the human brain functioning, which is the 
reason why is usually known as strong AI; finally, the social AI simulates social 
interactions and human affects. Hence, machine should not only be able to learn, 
plan, reason, deduce, and perceive through sensors, but also to feel empathy, to 
have intuitions, and to prove creativity.

However, the creation of a thinking machine raises several feasibility doubts 
and ethical issues, and it entails a series of interesting open questions. One of them 
is whether AI can help humans in formulating “big questions”. In other words, is 
it possible to imagine and build a final and omnicomprehensive algorithm able to 

Chapter 6
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run all the possible analysis and correlations in order to automatically detect hid-
den connections and trends and suggesting what investigating further? This would 
exclude any kind of human contribution from the equation, but it creates another 
dilemma: if it is true that emotions, heuristics, personal behavior, instincts and pri-
ors sometime support the human being in fastening his decision-making process—
cutting the costs and making it more efficient-, shall we then try to postulate the 
existence of an intelligent machine with some degree of human judgment?

These are only a few of the next level questions we should be thinking of, and 
the answers are not easy to find. So far, it seems that machine and human learn-
ing are complementary and compatible, and none of the two is perfectly efficient 
without the other one. Indeed, the real innovators in the last five years have been 
those ones who were able to harmonize the computational ability of the machine 
with the capacity of the human beings of identifying hidden patterns and draw-
ing insights—to use Eric Brynjolfsson’s words, the ones who rose with machines 
rather than against them.
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Big data is a solution, but is not the solution. It has to be wisely understood and 
managed, and it is not a panacea for the ills, but it can lead any business to the 
next level. It is a fast-pace environment, and things that work today may not apply 
tomorrow, so instead on concluding with strong statements written in stone, it is 
preferable to provide some final thoughts in form of pieces of advice.

First of all, don’t think too much around big data, but rather start practicing 
it. They represent a new field of exploration for everyone, and a great competi-
tive advantage to not be missed. Hence, even if it will be a low profile or low-
increasing revenues project, start immediately—with small inexpensive pilots and 
taking care of your “small” data first—and fail, fail, fail. Fail faster, fail better; 
experiment and fail directly in the open market, because this is where the innova-
tive pioneering ideas and feedbacks come from. Embrace failure as never before, 
because it teaches something the nothing else can convey, and build your “reputa-
tion of failure”—companies will be judged in a future on how they fail and react 
to failure rather that how they succeed. Create your own solutions because big data 
applications are not fully transferrable, so be unique in what and how you use big 
data, and scale up quickly.

Data are definitely a strategic priority and necessity for every firm, but the nor-
mal course of the business entails a tradeoff between surviving—doing what your 
daily job is and what you are good at—and innovating (and risking), but you have 
to be brave and adopt data science as the new company lifestyle.

Secondly, develop a data sharing discipline and a (non) ownership culture. 
The next business level is represented by professional ecosystems, ruled by a data 
democracy, so employ some effort in advancing and cultivating also open-source 
solutions. Create a data manifest and foster a strong internal communication, 
which is fundamental for big corporations, since often people do not even know 
who may have what, or whether some colleagues is already working on a pilot, on 
a specific project, or using some particular data or model.

Big data will lead to think that everything is possible and at fingertips, and 
maybe this will be the case in some years. Hence, (i) think holistically and without 
boundaries, and be a data visionary; (ii) think strategically, state a data governance 
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policy, but do not let you be bounded by either too strict culture, discipline, or 
formal structures. Be flexible and ready to readapt quickly to what the data sug-
gest you to go for; (iii) think complementary, since big data technologies will pair 
rather than replace completely your current systems; and (iv) focus on execution, 
prioritize your activities and set an underlying roadmap to follow. Understand 
where investing the capitals, what are the perceived and the actual ROI of big data 
applications, and whether they are enlarging the spectrum of your possibilities, 
lowering the costs, or reducing the problems.

But above all, embrace the continuous change and adopt flexibility as a mantra: 
in the big data world, “things keep going working until they do not”, and chang-
ing at the same pace of data analytics is the quintessence to succeed in a business 
context.



39

Appendix I—Nomenclature for Managers

Relational database management system (RDBMS): structured data in 
predetermined schema (tables), scalable vertically through large SMP servers, 
or horizontally through clustering softwares. These databases are usually easy 
to create, access, and extend. The standard language for relational database 
interoperability is the Structured Query Language (SQL).

Non-relational database: database that does not store data into tables, but 
made them accessible through special query APIs. The standard language used is 
Not Only SQL (NoSQL): it does not present a fixed schema, it uses BASE sys-
tem to scale vertically (basically available, soft-state, eventually consistent), and 
sharding (horizontal partitioning) to scale horizontally. Examples are MongoDB 
and CouchDB (they differ mainly because in MongoDB the main objects are 
documents, while in CouchDB are collections, which in turn contain documents). 
NoSQL commonly used JavaScript Object Notation (JSON) data format 
(BSON in MongoDB—binary JSON), and it mainly works through Key Value 
Store (KSV), i.e., a collection of different unknown data types (while a RDBMS 
stores data into table knowing exactly the data type).

Hadoop: open source software for analyzing huge amount of data on a 
distributed system. His primary storage is called Hadoop distributed file system 
(HDFS), which duplicates the data and allocates them in different nodes. It has 
been written in Java. It is a core technology in the big data revolution and stores 
data into their native raw format, and it can be used for several purposes (Dull 
2014), such as a simply data staging or landing platform complementary to the 
existing EDW (as an enterprise data hub, i.e., EDH), or managing data (even 
small), transforming those into a specific format in the HDFS and sending 
them back to the EDW, lowering thus the costs while increasing the processing 
power. Furthermore, it can integrate external data-sources and archive data (both 
on-premises or into the cloud), and reduce the burden for a standard EDW.
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MapReduce: software for parallel processing huge amount of data.
Flume: service to gather, aggregate, and move chunks of data from several 

sources to a centralized system.
Cassandra: an open source database system for analyzing large amount of data 

on a distributed system. It is characterized by a high performance and by a high 
availability with no single point of failure (i.e., a part of system that if fails stop 
the whole system). It fosters data denormalization, which means grouping data or 
adding redundant information, in order to optimize the database performance.

Distributed System: Multiple terminals communicating between them. The 
problem is divided in many tasks, and assigned to each terminal. It is a highly 
scalable system as further nodes are added.

Google File System: proprietary distributed file system for managing effi-
ciently large datasets.

HBase: an open source non-relational database (column-oriented) developed on 
a HDFS. It is very useful for real time random read and write access to data, as 
well as to store sparse data (small specific chunk of data within a vast amount of 
them). The relational counterpart is called Big Table.

Enterprise Data Warehouse (EDW): system used for analysis and report-
ing that consists of central repositories of integrated data from a wide spectrum 
of different sources. The typical form of an EDW is the extract-transform-load 
(ETL), that is the most representative case of bulk data movement, but other three 
important examples of these systems are data marts (i.e., a subset of the EDW 
extracted out in order to address a specific question), Online analytical process-
ing (OLAP)—used for multidimensional low-frequency analytical query—and 
Online transaction processing (OLTP)—used rather for high volume fast trans-
actional data processing. The wider system that includes instead a set of servers, 
storage, operating systems, database, business intelligence, data mining, etc. is 
called data warehouse appliance (DWA).

Resilient Distributed Datasets (RDD): logical collection of data partitioned 
across machines. The most known examples is Spark, an open source clustering 
computing that has been designed to accelerate analytics on Hadoop thanks to the 
multi-stage in-memory primitives (that are basic data types defined in program-
ming languages or built it with their support). It seems to run 100 times faster than 
Hadoop, but its disadvantage is that it does not provide its own distributed storage 
system.

Hive: additional example of EDW infrastructure that facilitates data summari-
zation, ad-hoc queries, and specific analysis.

Pig: platform for processing huge amount of data through a native program-
ming language called Pig Latin. It runs at the same time sequences of MapReduce.

Programming language: is a formal constructed language designed to com-
municate instructions to a machine. The main ones for data science applications 
are Java, C, C++, C#, R, and Matlab. Scala is another language that is becoming 
extremely popular right now, but it is an example of functional language.

Scripting Language: is a programming language that supports scripts, which 
are piece of codes written for a run-time environment that interpret (rather than 
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compile) and automate the execution of tasks. The main ones in big data field are 
Python, JavaScript, PHP, Perl, Rub, and Visual Basic Script.

Data Mart: is a subset of the data warehouse used for a specific purpose. Data 
marts are then department-specific or related to a single line of business (LoB). 
The next level of data marts is the Virtual Data Marts, i.e., a virtual layer 
that create various views of data slices—in other words, instead of physically 
creating a data mart, it just takes a snapshot of them. The final evolution is 
instead called Data Lakes, which are massive repositories of unstructured data 
with an incredible computational capability. Hence, data marts physically create 
repositories (slices) of data, virtual data marts leave the data where they are and 
create virtual constructs—reducing the cost of transferring and replicating them—
while data lakes work as the virtual data marts but with any kind of data format.

Appendix II—Data Science Maturity Test

The following questionnaire provided could help managers to grasp a rough idea 
of the current data stage of maturity they are facing within their organizations. It 
has to be integrated with deep conversations and meetings with the big data ana-
lytics (BDA) staff, the IT team, and supported by solid researches.

(1)	 What is your investment level in BDA capabilities?

1.	 Absent. We don’t have money for big data
2.	 A small budget is allocated when positive quarters in core activities allow 

us to do that
3.	 A modest funding scheme is in place
4.	 We invested a good percentage of our revenues in BDA in the last year, 

and we will keep investing because it is part of our company’s vision

(2)	 What executives’ support to analytics capabilities looks like?

1.	 Neither IT nor business think BDA is useful to the business
2.	 Only IT managers support it because they are interested in the 

technological challenge
3.	 Business managers see the hidden value in data and support BDA projects
4.	 Both IT and business executives believe in BDA potential

(3)	 What is your current stage of working with data?

1.	 We will start using data in the future if needed
2.	 We have a good idea of what business questions we could solve with data 

in my company
3.	 We take action using analytics
4.	 We are automating analytics the most we can, and we believe is a compet-

itive factor that gives us benefits we are able to communicate frequently to 
top management and shareholders
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(4)	 Your analytics team is:

1.	 Inexistent
2.	 Acquired from outside at the moment
3.	 We have some senior scientist that has been recruited, but we are now 

growing the team internally by training
4.	 An independent sustainable group and function within the company

(5)	 Your company culture is:

1.	 Intolerant—especially for failure concerning new analytics, 
methodologies, and technologies

2.	 Variegated—it is half-half made by old-style professionals and geeks
3.	 Collaborative—people are willing to work together and share.
4.	 Creative—innovation is valued and we are encouraged and monetarily 

compensated for our original shared contributions.

(6)	 How your data science team is connected to the company hierarchy?

1.	 We only have some analysts with small tasks, who deliver the outcomes to 
their direct managers on a weekly/monthly basis

2.	 The data team is leaded by a business head, and their contribution is 
continuously marginally positive

3.	 Our data scientists are tight to our data warehouse and data management 
teams, and they constantly interconnected with the business side

4.	 They are autonomous and do not seat in the same building of the opera-
tions function. They are allocated in a Centre of Excellence.

(7)	 The internal data policy is:

1.	 Fairly poor, we do not need it
2.	 Metadata definitions and BDA policy are well-established
3.	 We have a BDA policy that we constantly monitor and we have a security 

policy for any data forms
4.	 We have a BDA and security policies, and we anonymized all the relevant 

data to protect our clients and partners’ privacy.

(8)	 The data in your company are:

1.	 Stored in silos
2.	 We prioritized the data to be used within our organization, and they are 

internally shared
3.	 Many different data sources are integrated for our analysis, and we take 

care of data quality through a meticulous goodness assessment based 
either on the final use or the type of data we will exploit

4.	 We have integrated BDA technologies into our systems, we store our data 
on the cloud, and we often use them for mobile applications
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(9)	 When your company looks at your BDA capabilities:

1.	 It sees mainly a sunk-cost, i.e., the cost of storing, maintaining, protecting 
and analyzing these datasets

2.	 We know data have value and we understand both the data cost and data 
competitive advantage, but we are definitely overwhelmed

3.	 We are rationalizing our data storage and usage abilities, because we 
understood that not everything is either pertinent or meaningful

4.	 We have an efficient process for data aggregation, integration, normal-
ization and analysis, and we can manage easily any amount of inflowing 
data.

(10)	 Your firm is currently using:

1.	 Relational Database and Internal data
2.	 Data marts, R or Python languages, and public data
3.	 NoSQL database, Hadoop and MapReduce, and we use external data, 

sometimes also unstructured
4.	 Highly unstructured data, APIs, and a Resilient Database

Once each single question has been answered, it is simple to obtain a rough mea-
sure of the data maturity stage for a certain company. For each answer indeed, it 
has to be considered the number associated to that answer, and then it is enough to 
sum up all the numbers obtained in this way. So, for example, if in the third ques-
tion the answer is “we take action using analytics”, the number to be considered is 
3, since it is the third answer of the list.

Finally, the score obtained should range between 1 and 40. The company will 
then belong to one of the four stages explained in Table 2.1 accordingly to the 
score achieved, that is explained in the table (Table A.1).

Appendix III—Data scientist Extended Skills List

Programming: R, Python, Scala, JavaScript, Java, Ruby, C++, C#
Statistics and Econometrics: probability theory, ANOVA, MLE, regressions, 

time series, spatial statistics, Bayesian Statistics (MCMC, Gibbs sampling, MH 
Algorithm, Hidden Markov Model), Simulations (Monte Carlo, agent-based mod-
eling, NetLogo)

Scientific approach: experimental design, A/B testing, technical writing skills, 
RCT

Table A.1   Data science 
maturity test classification

Primitive Bespoke Factory Scientific

Score 10–15 16–25 26–35 36–40

http://dx.doi.org/10.1007/978-3-319-38992-9_2
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Machine Learning: supervised and unsupervised learning, CART, algo-
rithms (Support vector Machine, PCA, GMM, K-means, Deep Learning, Neural 
Networks)

Mathematics: Matrix algebra, relational algebra, calculus, optimization (linear, 
integer, convex, global)

Big Data Platforms: Hadoop, Map/Reduce, Hive, Pig, Spark, Storm
Text mining: Natural Language Processing, LDA, LSA, Part-of-speech tag-

ging, Parsing, Machine Translation
Visualization: graph analysis, social networks analysis, Tableau, ggplot, D3, 

Gephi, Neo4j, Alteryx
Business: business and product development, budgeting and funding, project 

management, marketing surveys, domain/sector knowledge
Systems Architecture and Administration: DBA, SAN, cloud, Apache, 

RDBMS
Dataset Management:

•	 Structured Dataset: SQL, JSON, BigTable
•	 Unstructured Dataset: text, audio, video, BSON, noSQL, MongoDB, 

CouchDB
•	 Multi-structured Dataset: IoT, M2M

Data Analysis: feature extraction, stratified sampling, data integration, normaliza-
tion, web scraping, pattern recognition

Appendix IV—Data Scientist Personality Questionnaire

The terminology used to classify into 16 subcategories the different kind of data 
scientists is given by the two-entry matrix exhibited in the Table 4.1. The termi-
nology can be sometime misleading if related to the Keirsey Temperament Sorter 
(KTS), and this is why it is necessary to specify that the only categorization bor-
rowed from KTS framework is the broader one, i.e. the Artisan-Idealist-Rational-
Guardian partition. Every sub-category has instead to be taken as newly generated.

Here it follows the personality test to sort data scientists into a specific box. It 
is composed by 10 questions, and for each one a single answer has to be provided. 
This test is not a professional temperament test to fully understand individuals’ 
personality, but it is more a quick tool for managers to efficiently and consciously 
allocate the right people to the right team.

(1)	 When you start working on a new dataset

a.	 You start exploring immediately and querying the data
b.	 Plan in advance how to tackle it

http://dx.doi.org/10.1007/978-3-319-38992-9_4
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c.	 You spent time in understanding the data, where they come from, and 
their meaning

d.	 You identify a research question quickly, and focus on designing the a 
new improved method for analyzing your data

(2)	 In your team, people count on you for your

a.	 Troubleshooting ability
b.	 Organizational skills
c.	 Capacity to reduce the problem complexity
d.	 Strategic approach and conceptualization of the problem

(3)	 When facing a new data challenge, your first thought is

a.	 Is what I am doing impactful and relevant?
b.	 When do I have to deliver some results?
c.	 How this challenge can make me better?
d.	 What I can learn from this dataset?

(4)	 In a data analysis, which is the most important thing to you

a.	 Results, no matter how you do achieve them, what strategy or technology 
you do employ

b.	 To achieve a result in the correct way and with the right process or 
technology

c.	 Attaining significant results in an ethical manner
d.	 Reaching the outcomes through an accurate, replicable, and efficient 

procedure

(5)	 If you have finished your assigned today’s daily, you would

a.	 Focus again on your analysis and try to find alternative and innovative 
way to achieve your final goal

b.	 Start with something else, even if this might mean to stay longer at your 
desk

c.	 Help a colleague in difficulty with his analysis
d.	 Give suggestions and highlight weaknesses in your colleagues’ works for 

the sake of the team and business development

(6)	 If you would have some spare time during your daily work, you would prefer to

e.	 Optimize existing technology for the whole company
f.	 Improve your analysis
g.	 Try to derive new insights from your previous analysis
h.	 Understanding how to maximize the value of your analysis

(7)	 It is your data-dream of
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e.	 Speaking about data with only engineers and IT team
f.	 Teaching data related contents
g.	 Engaging with people who do not know anything about data science
h.	 Persuading and convincing the business team of the big data opportunity

(8)	 You prefer to work with

e.	 Huge amount of structured data
f.	 Any kind of data that challenge me
g.	 Behavioral or social media data, or any unusual data
h.	 No data in particular

(9)	 If you would quit tomorrow your data science job, you would prefer to 
become

e.	 An IT manager or software engineer
f.	 A professor
g.	 A consultant
h.	 An entrepreneur

(10)	 What characteristic of big data you value the most

e.	 Volume
f.	 Velocity
g.	 Variety
h.	 Value

Once each question has been answered with a single choice, the result is given 
by pairing the reply chosen more often within the first five questions (a–d) with 
the answer that appears more often in the last five (e–f), as shown in the follow-
ing table. So, if for instance in the first five questions b emerges as predominant 
answer, while in the last five f is the median, the person considered is a Cruncher 
(Table A.2).

Table A.2   Data scientist personality classification

Archetype/
personality

Artisan Guardian Idealist Rational

Technical Gardener: A–E Architect: B–E Evangelist: C–E Wrangler: D–E

Researcher Alchemist: A–F Cruncher: B–F Champion: C–F Groundbreaker: 
D–F

Creative Trailblazer: A–G Catalyst: B–G Visionary: C–G Warlock: D–G

Strategist Babelian: A—H Mastermind: 
B–H

Advocate: C–H Fisherman: D–H
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Appendix V—Code of Professional Conduct—Instructions

1.	 Terminology

Terms as data, data scientist, big data, have to be defined.

2.	 Working Relationship

This section highlights the relevance of defining the scope of the relationship, and 
the means through which the scope has to be reached.

It has to guarantee as well professionalism, competences, independence and 
objectivity (Boyd and Crawford 2012).

A subparagraph has to explain how to proceed in case of misrepresentation, 
misconduct, or fraud.

Finally, a section on the quality of the analysis and results have to be presented, 
as well as how a data scientist should act in case the results he achieved are after-
wards misrepresented or misused. He has to use diligence, scientific method, repli-
cability of process and analysis, and not provide evidences he knows to be false or 
incomplete.

3.	 Conflict of Interests

It shall explain the policy regarding disclosure of conflicts and limitations. 
Exceptions have to be listed.

4.	 Duties to Clients

The data scientist has to present correctly his results, preserve the confidential-
ity of the agreement, and act for the benefit of his clients before his own or his 
employer’s one.

It should include a section related to the communication with clients, as well as 
the disclosure of risks on relying on the (data) results obtained. The results should 
also be evaluated with reasonable diligence and explained to the extent of allowing 
the client to reach a decision by his own.

It would apply to current and prospective clients, with a series of further confi-
dentiality in the second case (not revealing information from a prospective client, 
measures to avoid conflict of interests, etc.).

5.	 Duties to Employers

In this section it has to be deal with themes as loyalty to the employer, and super-
vising responsibilities.

6	 Confidential Information

This paragraph should define confidential information, setting the guidelines 
for protecting them, when the confidentiality can be breached (fraud, in order to 
prevent death, etc.), as well as the final return at the end of the project.
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